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#### Abstract

A new kind of variable－length codes with good correlation properties for the multirate asynchronous optical code divi－ sion multiple access（OCDMA）multimedia networks is proposed，called non－repetition interval（NRI）codes．The NRI codes can be constructed by structuring the interval－sets with no repetition，and the code length depends on the number of users and the code weight．According to the structural characteristics of NRI codes，the formula of bit error rate （BER）is derived．Compared with other variable－length codes，the NRI codes have lower BER．A multirate OCDMA multimedia simulation system is designed and built，the longer codes are assigned to the users who need slow speed， while the shorter codes are assigned to the users who need high speed．It can be obtained by analyzing the eye diagram that the user with slower speed has lower BER，and the conclusion is the same as the actual demand in multimedia data transport．
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Optical code division multiple access（OCDMA）tech－ nology has been regarded as an attractive way to support many users to share a common channel resource simul－ taneously．So far，the conventional constructions of codes are restricted to generate sequences with the same length in each code set，based on the assumption that there is only one type of media and one signaling rate in the sys－ tem ${ }^{[1]}$ ．However，on the same network，different users need different signaling rates and qualities of service （QoS）${ }^{[2]}$ ．

The conventional codes with the same length，such as prime codes（PCs）${ }^{[3]}$ and optical orthogonal codes （OOCs）${ }^{[4,5]}$ ，are not able to meet the requirements of di－ verse $\mathrm{QoS}^{[6,7]}$ ．There are two major approaches to pro－ vide multirate services in OCDMA，which are multicode technique and variable－length spreading technique． Compared with the multicode CDMA，the variable－ length spreading CDMA can make full use of resources and reduce the number of codecs，in which the high－speed users employ the short codes，the low－speed users employ the long codes，and just one codec for each user in different rates ${ }^{[8-12]}$ ．So the variable－length codes are getting a lot of attention．

A new algorithm to generate multilength OOCs has been developed ${ }^{[13]}$ ．However，these codes become very long to support many simultaneous users needing vari－ able rates because of the multiplied relationship of code
lengths．In this paper，a new kind of variable－length codes with ideal correlation property is proposed，whose code length depends on the number of actual users and the code weight，and they can adapt to users＇QoS more flexibly．
The OOC of $\left(L, w, \lambda_{\mathrm{a}}, \lambda_{\mathrm{c}}\right)$ is a code family with code length $L$ ，code weight $w$ ，auto－correlation $\lambda_{\mathrm{a}}$ and cross－cor－ relation $\lambda_{\mathrm{c}}$ ．A code $C_{1}$ can be denoted as $\left(a_{0}, a_{1}, \cdots, a_{i}\right)$ ， where $a_{i}(i=0,1, \cdots, w-1)$ is the location of＇ 1 ＇in the $(0,1)$ sequences．The all－interval－set of $C_{1}$ can be denoted as （ $b_{0}^{n}, b_{1}^{n}, \cdots, b_{w-1}^{n}$ ），where $n=1,2, \cdots, w-1$ is the distance be－ tween two＇ 1 ＇s in the sequence，in which $b_{0}^{n}=a_{n}-a_{0}$ ， $b_{1}^{n}=a_{n+1}-a_{1}, \cdots, b_{w-n-1}^{n}=a_{w-1}-a_{w-n-1}, b_{w-n}^{n}=a_{0}+L-a_{w-n}$ ， $\cdots$ ，and $b_{w-1}^{n}=a_{n-1}+L-a_{w-1}$ ．If $b_{i}^{j} \neq b_{i^{\prime}}^{j^{\prime}}$ ，when $i \neq i^{\prime}$ or $j \neq j^{\prime}$ ，the auto－correlation of $C_{1}$ is 1 ．The other code $C_{2}$ has the all－interval－set $\left(c_{0}^{n}, c_{1}^{n}, \cdots, c_{w-1}^{n}\right)$ ．If $b_{i}^{j} \neq c_{i i^{\prime}}^{j^{\prime}}$ ， when $i \neq i^{\prime}$ or $j \neq j^{\prime}$ ，the cross－correlation between $C_{1}$ and $C_{2}$ is 1 ．

The non－repetition interval（NRI）codes can be con－ structed by structuring the non－repetition interval－sets， and they have the ideal auto－correlation and cross－corre－ lation，namely，there is no repetitive number in the all－interval－set．

Use matrix $\boldsymbol{A}_{N}^{w}$ and set $\boldsymbol{B}_{N}^{w}$ to denote the all－in－ terval－set of NRI codes．To facilitate the calculation of $\boldsymbol{B}_{N}^{w}$ ，divide it into $w-1$ parts，namely， $\boldsymbol{B}_{N}^{w}=\left[\begin{array}{lll}\boldsymbol{B}_{1} & \boldsymbol{B}_{2} & \boldsymbol{B}_{3}\end{array}\right.$ $\left.\cdots \boldsymbol{B}_{w-1}\right] . \boldsymbol{A}_{N}^{w}$ and $\boldsymbol{B}_{n}$ are defined as

[^0]\[

$$
\begin{align*}
& \boldsymbol{A}_{N}^{w}=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 w} \\
a_{21} & a_{22} & \cdots & a_{2 w} \\
\vdots & \vdots & & \vdots \\
a_{N 1} & a_{N 2} & \cdots & a_{N v}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{A}_{1} \\
\boldsymbol{A}_{2} \\
\vdots \\
\boldsymbol{A}_{N}
\end{array}\right],  \tag{1}\\
& \boldsymbol{B}_{n}=\left[\begin{array}{cccc}
b_{11}^{n} & b_{12}^{n} & \cdots & b_{1 y}^{n} \\
b_{21}^{n} & b_{22}^{n} & \cdots & b_{2 y}^{n} \\
\vdots & \vdots & \ddots & \vdots \\
b_{N 1}^{n} & b_{N 2}^{n} & \cdots & b_{N y}^{n}
\end{array}\right], \tag{2}
\end{align*}
$$
\]

where $\boldsymbol{A}_{i}(i=1,2, \cdots, N)$ is the 1 interval-set of code $C_{i}$, and $y=\sum_{k=1}^{n}\binom{n}{k}=\sum_{k=1}^{n} \frac{n!}{k!(n-k)!}$, where $n=1,2, \cdots, w-1$.

The next step is to get all the data in $A_{N}^{w}$ and $B_{N}^{w}$ under the condition of $a_{i j} \neq a_{i^{\prime} j^{\prime}}, a_{i j} \neq b_{i j}^{k}$ and $b_{i j}^{k} \neq b_{i j^{\prime} j^{\prime}}^{k^{\prime}}$, where $i \neq i^{\prime}$ or $j \neq j^{\prime}$ or $k \neq k^{\prime}, i=1,2, \cdots, N, \quad j=1,2, \cdots, N$, and $k=1,2, \cdots, w-1$.

$$
\begin{align*}
& a_{i 1}=a_{(i-1) w}+b,  \tag{3}\\
& a_{i j}=a_{i(j-1)}+a  \tag{4}\\
& \boldsymbol{C}=\left[a_{i 1}, a_{i 2}, \cdots, a_{i(j-1)}\right]  \tag{5}\\
& b_{i m}^{j-1}=a_{i j}+\sum \operatorname{nchoose} k(\boldsymbol{C}, k), \tag{6}
\end{align*}
$$

where $a$ is the first positive integer which makes $a_{i j}$ not belong to $\boldsymbol{B}_{N}^{w}, b$ is the first positive integer which makes $a_{i 1}$ not belong to $\boldsymbol{B}_{N}^{w}$, nchoose $k(\boldsymbol{C}, k)$ is the function in Matlab as the algorithm that picks up $k$ elements in set $\boldsymbol{C}$, and $\sum$ nchoose $k(\boldsymbol{C}, k)$ is the sum of the $k$ elements, where $i=2,3, \cdots, N, j=2,3, \cdots, w, k=1,2, \cdots, j-1$, and $m=1,2, \cdots, y$. The main idea of the construction is to use the non-repetition interval-sets to construct the vari-able-length codes, meanwhile maintaining the correlation properties. The method for constructing the NRI codes is as follows.

First, set $N$ as the number of users, and pick positive integer $w$ as the code weight. Second, let $a_{11}=1$ and $a_{i 1}=a_{(i-1) w}+b$, and substitute them into Eq.(3). Then let $b=1$ and if $a_{i 1} \notin \boldsymbol{B}_{N}^{w}$, let $b$ plus 1 until $a_{i 1} \notin \boldsymbol{B}_{N}^{w}$. Third, in Eq.(4), $a$ is the first positive integer which makes $a_{i j}$ not belong to $\boldsymbol{B}_{N}^{w}$, where $i=2,3, \cdots, N$ and $j=2,3, \cdots, w$. Forth, in Eqs.(5) and (6), if $b_{i m}^{j-1}$ belongs to $\boldsymbol{B}_{N}^{w}$, make $a$ plus 1 and steps 2 and 3 should be repeated until $b_{i m}^{j-1}$ doesn't belong to $\boldsymbol{B}_{N}^{w}$. Fifth, take $i=1,2, \cdots, N$ and $j=2,3, \cdots, w$, and repeat the steps $2-4$ to get all the data in $\boldsymbol{A}_{N}^{w}$ and $\boldsymbol{B}_{N}^{w}$. Sixth, each row of $\boldsymbol{A}_{N}^{w}$ represents a set of 1 interval-set of a code with weight of $w$ and volume of $N$, which is called as $\boldsymbol{A}_{i}$. Finally, an NRI code can be drawn as $\left\{0, a_{i 1}, a_{i 1}+a_{i 2}, \ldots, \sum_{k=1}^{w-1} a_{i k}\right\}$, and $L_{i}=\sum_{k=1}^{w} a_{i k}$, where $i=1,2, \cdots, N$.

For example, we construct the NRI codes with code weight of 3 and capacity of 10 . Using the algorithm
above, programming in Matlab and giving $w=3$ and $N=10$, the code family is shown in Tab.1.

Tab. 1 NRI codes with code weight of 3 and capacity of 10

| NRI codes | Code length |
| :---: | :---: |
| $(0,1,3)$ | 7 |
| $(0,8,17)$ | 27 |
| $(0,11,23)$ | 36 |
| $(0,14,29)$ | 45 |
| $(0,20,41)$ | 63 |
| $(0,26,54)$ | 86 |
| $(0,33,67)$ | 102 |
| $(0,37,75)$ | 114 |
| $(0,40,84)$ | 131 |
| $(0,48,97)$ | 147 |

During the transmission of the system, the analysis is focused on the exact influence due to multiuser and the true performance of NRI codes, in which the negative effects of the shot noise and thermal noise in the photodetection process, types of receiver and photodetector structures are neglected. When there are $K$ users in the system at the same time, the codes $L_{1}, L_{2}, \cdots, L_{k}$ are assigned. According to the characteristics of NRI codes, each code is assigned to a user, so different users have various code lengths. The lengths are denoted by $L_{1}, L_{2}, \cdots, L_{k}$ from short to long, where the first $i-1$ codes are shorter than the $i$ th, and the last $K-i-1$ codes are longer than the $i$ th.

The performance of the $i$ th user affected by other $k-1$ users is analyzed using the following method. Firstly, the collision probability between the shorter codes and the $i$ th code is analyzed. $L_{m}(1 \leq m \leq i)$ is defined as one of the short codes. $r_{m}=\left\lceil\frac{L_{i}}{L_{m}}\right\rceil+1$, where $\rceil$ is the rounded up sign. $L_{i}$ can be divided into three parts, which are called as sections 1,2 and 3 , respectively. $\tau\left(0 \leq \tau \leq L_{m}\right)$ indicates the time delay, and there are two cases as shown in Fig. 1 according to the different values of $\tau$. When $\left(r_{m}-2\right) L_{m}<L_{i}-\tau$, there are $r_{m}-2$ copies of $L_{m}$ in section 2, and let $r_{m}^{\prime}=r_{m}-2$. When $\left(r_{m}-2\right) L_{m}>L_{l}-\tau$, there are $r_{m}-3$ copies of $L_{m}$ in section 2, and let $r_{m}^{\prime}=r_{m}-3$. The different values of $r_{m}{ }^{\prime}$ are taken depending on those of $\tau$. As the discussion above, the hit probabilities of the three sections between the two codes are as follows,

$$
\begin{align*}
& p_{1}=\frac{1}{2} \cdot \frac{w}{L_{m}} \cdot w \frac{\tau}{L_{i}}=\frac{w^{2} \tau}{2 L_{m} L_{i}},  \tag{7}\\
& p_{2}=\frac{1}{2} \cdot \frac{w}{L_{m}} \cdot w \frac{L_{m}}{L_{i}}=\frac{w^{2}}{2 L_{i}},  \tag{8}\\
& p_{3}=\frac{1}{2} \cdot \frac{w}{L_{m}} \cdot\left(w \frac{L_{i}-\tau-r_{m}^{\prime} L_{m}}{L_{i}}\right)=\frac{w^{2}\left(L_{i}-\tau-r_{m}^{\prime} L_{m}\right)}{2 L_{m} L_{i}}, \tag{9}
\end{align*}
$$

where the factor $\frac{1}{2}$ is due to the assumption of equiprobable binary data bit.


Fig. 1 Inter-cross-correlation of $L_{i}$ and $r_{m}$ copies of $L_{m}$

Because the hit number between the single $L_{m}$ and $L_{i}$ is 1 , the hit probability between $r_{m}$ copies of $L_{m}$ and $L_{i}$ is

$$
\begin{align*}
& q_{w, 1}^{m}=\sum_{r=0}^{L_{m-1}} \frac{1}{L_{m}}\left[p_{1}\left(1-p_{2}\right)^{r_{m}^{\prime}}\left(1-p_{3}\right)+\right. \\
& r_{m}^{\prime}\left(1-p_{1}\right) p_{2} \cdot\left(1-p_{2}\right)^{r_{m}^{\prime}-1}\left(1-p_{3}\right)+ \\
& \left.\left(1-p_{1}\right)\left(1-p_{2}\right)^{r^{\prime \prime}} p_{3}\right], \tag{10}
\end{align*}
$$

where the three product terms inside the summation account for the three cases which generate the cross-correlation value of 1 . The first term represents the case that there is no hit in sections 2 and 3 but one hit in section 1 . The second term represents the case that there is one hit in section 2 but no hit in sections 1 and 3, and $r_{m}$ represents the hit probability in one $L_{m}$ and $r_{m}$ copes of $L_{m}$. The third term represents the case that there is one hit in section 3 but no hit in sections 1 and 2.

Based on the similar arguments, the situation for $2 \leq$ $j \leq\left[r_{m}{ }^{\prime}+2, w\right]_{\text {min }}$ is discussed, where $\left[r_{m}{ }^{\prime}+2, w\right]_{\text {min }}$ represents the minimum of $r_{m}+2$ and $w$. When the number of $L_{m}$ is greater than $w$, the hits of the two codes are $w$ mostly. When the number of $L_{m}$ is less than $w$, the hit between each $L_{m}$ and $L_{i}$ is just once, so the hits of the two codes are $r_{m}+2$ at most.

$$
\begin{align*}
& q_{w, j}^{m}=\sum_{\tau=0}^{L_{n-1}} \frac{1}{L_{m}}\left[\binom{r_{m}^{\prime}}{j-1} p_{1} p_{2}^{j-1}\left(1-p_{2}\right)^{r^{\prime}-j+1}\left(1-p_{3}\right)+\right. \\
& \binom{r_{m}^{\prime}}{j-2} p_{1} p_{2}^{j-2}\left(1-p_{2}\right)^{r^{\prime}-j+2} p_{3}+ \\
& \binom{r_{m}^{\prime}}{j-1}\left(1-p_{1}\right) p_{2}^{j-1}\left(1-p_{2}\right)^{r_{m}^{\prime}-j+1} p_{3}+ \\
& \left.\binom{r_{m}^{\prime}}{j}\left(1-p_{1}\right) p_{2}^{j}\left(1-p_{2}\right)^{r_{m^{\prime}-j}-j}\left(1-p_{3}\right)\right] \tag{11}
\end{align*}
$$

where the four product terms inside the summation account for the four cases which generate the cross-corre-
lation value of $j$. The analytic method is similar to that of Eq.(11). In order to facilitate the calculation in Eq.(11), the symbol ( ) is introduced, which is expressed as

$$
\binom{y}{x}=\left\{\begin{array}{cc}
1 & y=x=0 \text { or } x=0  \tag{12}\\
0 & y<x \\
\frac{y!}{x!(y-x)!} & \text { else }
\end{array} .\right.
$$

For the convenient calculation in Eqs.(11) and (12), the situations of $x>y$ and $x=y=0$ are added in Eq.(12). The condition of $x>y$ indicates that the number of $L_{m}$ is less than that of hits. Obviously, this case does not exist, so it is in the condition $\binom{y}{x}=0$. The condition of $x=y=0$ indicates the case that there is no section 2 and no hit in section 2. This case is allowed, so $\binom{y}{x}=1$. While for the other case, the result is the same as the permutation and combination calculation in mathematics. There is no need to discuss the different cases when using the addi-tional-definition symbol $\binom{y}{x} \cdot\binom{y}{x}$ shown in Eq.(12) can meet all the demands.

The average probability of hit between $L_{m}$ and $L_{i}$ is
 The average probabilities of hit, which are between the shorter codes and $L_{i}$ and between the longer codes $L_{i}$, are respectively given as

$$
\begin{align*}
& q_{w}^{\mathrm{s}}=\frac{\sum_{m=1}^{i-1} q_{w}^{m}}{i-1}=\frac{1}{i-1} \sum_{m=1}^{i-1} \frac{\sum_{j=1}^{\left[r_{m}^{+}+2, w\right]_{m i n}} j q_{w, j}^{m}}{\sum_{j=1}^{\left[r_{m}^{2}+2, w\right]_{m i n}} j},  \tag{13}\\
& q_{w}^{\mathrm{L}}=\frac{\sum_{n=i+1}^{K} q_{w}^{n}}{K-i-1}=\frac{1}{K-i-1} \sum_{n=i+1}^{K} \frac{w^{2}}{2 L_{n}} . \tag{14}
\end{align*}
$$

Now the BER of the $i$ th user is analyzed. For the $K$ simultaneous users, there is $k$ users hitting the $i$ th user in the other $K-1$ users. And in the $k$ users, there are $j$ users' codes shorter than $L_{i}$, while the other $k-j$ codes are longer than $L_{i}$. Among the shorter codes, the hit probability between $j$ users and the $i$ th user is $\binom{i-1}{j}\left(q_{w}^{\mathrm{s}}\right)^{j}\left(1-q_{w}^{\mathrm{s}}\right)^{i-j-1}$. Similarly, the hit probability between $k-j$ users and the $i$ th user is $\binom{K-i-1}{k-j}\left(q_{w}^{\mathrm{L}}\right)^{k-j}\left(1-q_{w}^{\mathrm{L}}\right)^{K-i-1-k+j}$. So we get the result as

$$
\begin{align*}
& B E R=\frac{1}{2} \sum_{k=T h}^{K-1} \sum_{j=0}^{k}\left\{\binom{i-1}{j}\left(q_{w}^{\mathrm{S}}\right)^{j}\left(1-q_{w}^{\mathrm{S}}\right)^{i-j-1} .\right. \\
& \left.\binom{K-i-1}{k-j}\left(q_{w}^{\mathrm{L}}\right)^{k-j}\left(1-q_{w}^{\mathrm{L}}\right)^{K-i-1-k+j}\right\} \tag{15}
\end{align*}
$$

where the factor $\frac{1}{2}$ is also due to the assumption of equiprobable binary data bit.

The BER of the fourth user versus the number of simultaneous users is shown in Fig.2, where three curves represent the codes with weights of 6,8 and 9 , respectively. With increasing the number of simultaneous users, the BER becomes larger, but BERs of all the three codes are stabilized. Obviously, when the number of simultaneous users is larger than 50 , the BER can not increase quickly. The BER with code weight of 6 versus the number of simultaneous users is shown in Fig.3, where the five curves represent the BERs of the 2nd, 3rd, 4th, 5 th and 6 th users, respectively. When the code weight is the same as that shown in Fig.3, the longer the length, the lower the BER.


Fig. 2 Error probabilities of the fourth user with different code weights versus the number of simultaneous users


Fig. 3 Error probabilities of different users versus the number of simultaneous users

Fig. 4 shows the BER of multilength OOC devised by Kwong ${ }^{[13]}$ who analyzed the BERs of the codes with weight of 5 and lengths of 241 and 1205 respectively. As shown in Fig.4, when the total number of users is 25 , the

BER for the length 241 is about $10^{-5}$, and that for the length 1205 is about $9 \times 10^{-4}$. The BER of NRI code with the weight of 5 and the length of 1132 is $1.78 \times 10^{-8}$, and that with length of 1278 is $1.35 \times 10^{-8}$, while the BER of NRI code is $3.82 \times 10^{-7}$ for the same weight of 5 and the length of 241 . Obviously, the BER of NRI code is lower than that of the multilength OOCs in the same situation. The lengths of the multilength OOCs are integer relation, which can't meet the more requirement of the multirate, and the code lengths are generally too large. On the contrary, each user can get a different-length code with NRI codes, which meets the requirement of the multirate better.


Fig. 4 Error probability versus the number of simultaneous users of the multilength OOCs

The simulation of incoherent multirate OCDMA system is conducted using OptiSystem Version 9.0. Here, a simple system with three users is simulated, using NRI codes with $w=5$. The tests are carried out by continuous wave (CW) laser at 1550 nm for three active users at bit rates of $10 \mathrm{Gbit} / \mathrm{s}, 1.782 \mathrm{Gbit} / \mathrm{s}$ and $1.286 \mathrm{Gbit} / \mathrm{s}$, respectively with fiber optic time delay. The attenuation is 0.2 $\mathrm{dB} / \mathrm{km}$, the dispersion is $16.75 \mathrm{~s} / \mathrm{nm} \cdot \mathrm{km}$, the dark current value is set as 10 nA , and the thermal noise coefficient is $10^{-22} \mathrm{~W} / \mathrm{Hz}$ for each photo-diode at the detection part. Nonlinear effects are activated and specified according to the typical industry values to simulate the environment as real as possible ${ }^{[14]}$.

The three users have codes of $(0,1,3,7,15)$ with $L=31$, $(0,32,65,99,135)$ with $L=174$, and $(0,40,81,123,167)$ with $L=241$. The fiber optic time delays in parallel construction for codecs are $(0.1,0.3,0.7,1.5,3.1) \mathrm{ns},(3.2,6.5,9.9,13.5) \mathrm{ns}$ and ( $4,8.1,12.3,16.7,24.1$ ) ns for the three encoders and the corresponding negative time delays for the decoders. It is the most important that the maximum delay time must be less than the minimum time interval of the $(0,1)$ sequence which is sent. The three users have the rate ratio of $\frac{1}{L_{1}}: \frac{1}{L_{2}}: \frac{1}{L_{3}}$, so the unit length of $(0,1)$ sequence must have the ratio of $\frac{1}{L_{1}}: \frac{1}{L_{2}}: \frac{1}{L_{3}}$. The method makes sure the orthogonality of each user.

Fig. 5 shows the eye diagrams of the three users. As
shown in Fig.5, the third user has the best BER, and the first user has the worst one. It clearly depicts that the users with higher speed have worse BER, that is, the higher the rate, the worse the BER performance as the theory. In actual situation, we can use the optical hard limiter to reduce the BER and get the clearer eye diagram. The NRI code system gives better performance, and the system based on time delay line as codecs can reduce the complexity, especially when the value of $w$ increases.


Fig. 5 Eye diagrams of the three users
In this paper, a new code family of asynchronous multirate OCDMA multimedia network is proposed. The NRI code is proved that a large number of lengths are applicable for users who require the higher QoS. The BER performance of the NRI code system is compared with that of an existing code system, such as multilength OOCs, considering the influence of MAI, and the BER is closely related with the code weight. The theoretical and
simulation results show that the eye diagrams of NRI code have superior performance. The decoding scheme uses the time delay to reduce the complexity for the system with large $w$ and $L$. Furthermore, the simulation can get the result that the users with high speed have worse BER performance.
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